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Webinar 
Housekeeping

• All attendee cameras and mics are off.
• The webinar is being recorded.
• Drop your questions in the Q&A box.
• Engage with Polls!
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Agenda

Prompting Techniques and 
Practical Tips

Use Cases & Examples

Safe AI Use

GenAI Intro
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Webinar 
Goals

• Help legal professionals improve the way they 
use AI through better prompting.

• Go beyond "Summarize by Document."
• Share practical techniques. 



Mickala Anderson

Hello!
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Jean Yang
VP AI Transformation & G2M AI Program Manager
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Atlanta, HQ

San Francisco

Austin

London

Frankfurt

Pune

AucklandOnit is a global leader of 
legal-related, smart 
workflow solutions across 
the enterprise: legal, 
compliance, sales, 
procurement, IT, HR and 
finance departments.

Onit

13,500+
Law firm 
customers

3,000+
Corporate 
customers

1,000+
Contracts 
customers

650+
ELM customers

AI
Center of excellence

24/7
Call center support
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Poll Question One:

8

How would you describe your experience 
level with prompting AI tools 
(like ChatGPT, Copilot, etc.)?



Work is changing
People + generative AI outperform just people 

Completed tasks 25.1% faster with 40% higher quality. 

Onit | commercial in confidence 2023

Navigating the Jagged Technological Frontier: Field Experimental Evidence of the Effects of AI 

on Knowledge Worker Productivity and Quality.

Harvard Business School

September 13th, 2023



Agents 
and the teams 
of the future



1. They don’t learn from interactions.

2. Data quality is crucial, including your prompt.

3. They don’t actually understand.

4. They’re constrained by context windows. 

5. They don't always follow your instructions perfectly (alignment) or 

consistently. 

6. They can get things wrong or make things up (hallucinations).

7. AI is resource intensive, and not always the best tool for the job.

Things to keep in mind

It’s important to keep the following limitations in mind when using LLMs



© Onit 2023  //  Confidential and Proprietary

Don’t blindly trust responses

In this example you can see the AI response ignores the direct instruction (alignment), and instead answers based on 

it’s Bias, giving you a false answer. This is often called a hallucination because the AI is "making stuff up", while in this

example the hallucination is understandable based on the popular saying, in other examples they can make no sense 

whatsoever.



Prompting Best Practice
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Poll Question Two:
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What is your biggest challenge when 
prompting AI tools?



Prompts: To get the best results:

• Be specific

• Add constraints

• Use examples

• Use prompts to create prompts

• Use complete sentences

• Pay attention to grammar, line breaks, capitalization and all that stuff

The CIDI format

• Context: Provide background on the task or goal and the role or persona 

you want to assign 

• Intent: Define what outcome you expect

• Details: Include specifics like target audience, key metrics, or deliverables

• Instructions: Specify output format

The basics of prompt design



Example prompt: Legal Operations
Context
Intent

Details

Instructions



17

Situation: Your healthcare group is releasing a compliance tracking platform to manage staff 
certifications, required training and audit readiness for HIPAA and state-level healthcare regulations

Bad prompt



Situation: Your healthcare group is releasing a compliance tracking platform to manage staff 
certifications, required training and audit readiness for HIPAA and state-level healthcare regulations

Good prompt

Context

Intent

Details

Instructions 



Is your prompt:  An excellent prompt  A bad prompt

Clear Clearly states what you want Not clear or doesn't give specifics

Specific Gives clear instructions Not very detailed, no specific 
instructions

Context Rich Provides background for the task Doesn't give enough information

Readable Uses simple and concise language Uses confusing or complicated 
words

Constrained Outlines what you don’t want Has no restraints

Error-free No spelling or grammar mistakes Has grammar or spelling mistakes

Well Formatted Follows correct format and 
structure Not organized well

Your prompt design checklist
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Tips for Better 
Results

Have a conversation with your AI!
• AI is too vague? Add more context

• Too wordy? Ask for bullets or a summary

• Wrong tone? Provide a tone reference

• Doesn't get it? Break the task into parts

• You just aren't sure? Ask AI to help write or improve your 
prompt

Remember

• AI gives you a strong starting point — not the final work 
product. Always review for tone, nuance, and accuracy in 
your context.



Advanced Prompting Techniques

1. Iteration: Taking the LLMs initial response, refining the prompt with additional 

details or corrections, and asking the AI to generate again. This process can be 

repeated several times until the desired output quality is achieved.

2. Socratic question: Uses a series of probing questions to the LLM to encourage 

deeper exploration of topics and to produce more nuanced outputs.

3. Few shot/many shot: In few-shot learning, a small number of examples are 

used, while many-shot learning involves several examples. The caution here is 

that examples can both bias the LLM and limit its responses.

4. Self-reflection: ask the AI to critique its output, review its performance, or 

consider how it might improve. It can be used to get the AI to analyze its 

responses and reflect on its decisions.

You can use any combination of these techniques; experimenting is essential to improving 

the responses you get from LLMs.



Practical Use Cases
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Are we indemnified for IP breach in 
this agreement? 

Explain an indemnity vs a liability to 
a non-lawyer

Rewrite this term to be less 
restrictive

What else haven't I thought of?

Proof read & check defined terms

CONTRACT REVIEW &

Tell the AI to review contracts 
against your standards and what 
action to take in different 
scenarios – redline, alert, 
escalate, comment, use fall back 
language etc

PLAYBOOK MANAGEMENT AUDIT MIGRATION & Reporting

Ways to use Prompts in Contracting

Pre Signature Post Signature

Do any of our SaaS contracts 
restrict data  storage to US only?

We had a breach or trigger event.
Whoa do we need to notify and by 
when? 

Which of my agreements do not 
cover data privacy obligations?

Extract all obligations for the 
vendor

Tag parties, terms, renewals, key 
provisions 



• Prompt 

Rewrite the Confidentiality Clause.

• Result

The proposed change isn't what I want.

• Why

I was not clear in my prompt.  

Prompt

Chat Response

Contract Chat

Reviewing an NDA



• Improved Prompt

We do not allow marking requirements in an NDA. If this 

agreement has a marking requirement, please remove it.

• Result

AI found the marking requirement in the agreement, and has 

proposed the correct revision to remove this from the agreement.

• Why

I gave relevant information and clear instruction. 

Prompt

Chat Response

Contract Chat

Reviewing an NDA



Prompt

Chat Response

Contract Chat

Reviewing an NDA

• Prompt

Does this agreement have an indemnity clause?

• Result

Answered the question and provided the relevant information. 

• Why

Gives you the ability to fact check and confirm the AI answer.

Contract Reference



Spend Management
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Examples



Invoice Review Agents

Proof of Concept Design



• Prompt

Can you create a detailed dashboard of July's legal spend by Law Firm, by 

task type and include the top 5 matters by spend and top 5 timekeepers by 

effective rate.

• Result

Dashboard with charts showing requested information. 

• Now What?

Ask follow-up questions for additional insight.

o Compare this to my legal spend for July 2024

o Who are my top timekeepers by spend?

o What has been the trend of my legal spend over the last 6 months? 
Show this in a line graph

Prompt

Chat Response

Legal Spend Chat

Reviewing Legal Spend



30Agent performance

30

0.92

0.81
0.72

0.43

0.7

0.4

0.68

0.37

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

Invoice review Line item review

Agent Experienced Lawyer Early Career Lawyer Experienced Non-Lawyer

We’ve run extensive industry wide research to test these Agents:

• In spend management, the Agent was 20% more accurate at 
invoice review than the best performing human reviewers.

• 38% more accurate at line-item review than the best 
performing human reviewers.

• And 22x faster than the fastest human reviewers.

• In contract review, the Agent was as accurate as outsourced 
legal providers.

• And 76x faster than the fastest human reviewers.

Spend Agent Performance
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Determining Legal Issues Locating Legal Issues

LPO Agent Early Career Lawyer

Contract Agent Performance

Onit has been experimenting with a range of Legal 
AI Agents that perform at and above experienced 
legal professionals on legal specific tasks.



Ethics and Risks
Important considerations when building and
using large language models.



Legal Briefs and AI

Large language models (LLMs) generate text by 

identifying patterns in vast datasets, but they lack 

true legal understanding and are not connected 

to verified legal databases. This limitation can 

result in confidently stated but fabricated case 

law—a phenomenon known as "hallucination." 

In 2025, attorneys from Ellis George and K&L 

Gates were sanctioned after submitting a brief 

with fake AI-generated citations—nine of 27 were 

inaccurate, including two fictional cases. The 

court struck the filings, imposed $31,000 in 

sanctions, and called their reliance on unchecked 

AI “scary.” 

 You should ALWAYS ask if the source is verifiable and 
understand the risks of relying on unvalidated legal content.



• Malicious use

• Cyberterrorism

• Bioterrorism

• Persuasive AI (disinformation)

• Concentration of power

• The AI race / competition

• Military AI arms race

• Corporate AI arms race

• Evolutionary dynamics

• Organizations

• Exponential accidents 

• Rogue AIs

• Proxy gaming

• Goal drift

• Power seeking

• Deception

The Center for AI Safety lists four categories of risk of this new AI

How can these systems be misused?



Ethics

At Onit we follow a research-based approach to develop 

transparent, explainable and legally relevant AI solutions 

that are:

1. Explainable

2. Contestable

3. Beneficial

4. Human-centered

5. Reliable

6. Secure



Q&A

June 2025
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